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Intro
 Modern IR laid more emphasis, as well as effort on multimedia
retrieval

IR tasks boost W.R.T image and audio content

Image Retrieval

Audio/Music Retreval

Music Recommedation

…



Intro
 Content based image retrieval



Intro
 Content based Music retrieval



Intro
 Modern IR intertwines with ML and statistics.

 Inspires various methods for feature representation, language
modeling, etc.

 Deep learning, new architecture

 Learn abstract/extensible features for IR tasks



Background - SAE
 Is it possible to learn features without label?

 SURE!

 Decompose and reconstruct itself!



Background - SAE
 Encode and decode

 code -> feature



Background - SAE
 Fine tune the final search results/classifier/predictor



Background - SAE
 Fine tune the entire search model



Background - SAE
 Feature could be:

 bag-of-words

 image pixels

 meta data vector

…



Background - CNN
 Convolution – extract features from multi-dimension



Background - CNN
 CNN – Weights sharing



Background - CNN
 CNN – layer structure



Application – SAE in IR
 Hinton, et al. 2011



Application – SAE in IR
 Reconstruction of test images



Application – SAE in IR
 Result

 Deep codes >> Euclidean distance >> spectral codes



Application – CNN in Music Retrieval
 Content based music Retrieval/Recommedation

 Extract MFCCs from the audio signals

 Vector quantize the MFCCs

Aggregate them into a bag-of-words representation

 Reduced the size of this representation using PCA (we kept enough
components to retain 95% of the variance)

 Bag-of -words



Application – CNN in Music Retrieval
 aforementioned time-frequency representation as input

 Rectifier linear units



Application – CNN in Music Retrieval
 CNN- based methods – ROC curve reach to 0.7+



Conclusion
 Deep Learning learn abstract features from unlabeled data

 Integrate with IR techniques as input space

 Work well with state-of-the-art performance for multimedia
retrieval



Thanks!


